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Least squares with gaussian noise

We observe Y; = u(X;) +¢; for ¢; & N(0,02).

We've focused on least squares estimators. That's the curve in
your regression model that minimizes mean squared prediction error.

[i = argmin — Z{ Y — m(X;)}?
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Least squares with gaussian noise
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We observe Y; = u(X;) +¢; for e; < N(0,02).

To think about how well this works, we've proven high probability bounds on the error.
||t — pl| < s with probability 1—4

We've mostly talked about this error’s sample two norm.



Least squares with gaussian noise

We observe Y; = u(X;) +¢; for ¢ & N(0,02).
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Or, more generally, on norms of the difference between
our estimator and the model’s best approximation to p.

|| — w*|| < s with probability 1—48 where p*= argnj&n”m — ul|
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What determines these bounds

It's the gaussian width of neighborhoods of this best approximation p*.
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EY >w(Mg) for Mg={meM:|m—p*| < s}



Generalization-Non-Gaussian Noise

These bounds more or less work with non-gaussian noise, too.
For example, bounded noise like what we get in probabilistic classification



Generalization—-Population Squared Error

Same deal when we're interested in the population two-norm of our error.
Sampling from our population acts like subgaussian noise.
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To use this, we need to bound gaussian width

We've done this in a few models using specialized techniques.

1. Finite models using the Union Bound and the Gaussian Tail Bound.

s2 > csy/log(K)/n  for s> cy/log(K)/n

2. Finite-dimensional models using Projection and the Cauchy-Schwarz Inequality.

$2>s/K/n for s>+/K/n
3. Sobolev models using Fourier Analysis and the Cauchy-Schwarz Inequality.

2> st =) /m for s> /nT 1/ (FA/P)

There are two essential ideas here.

1. Approximating many curves by combinations of a few.
2. Counting.

This week, we'll talk about a completely general technique for bounding width.
We'll use the same two ideas, but our approximations will be subtler.



Finite Approximations and
Gaussian Width



Finite Models

- In finite models, bounding width is easy.
- It's the maximum of gaussians with standard deviation < s/y/n.

2
E(g, m — p* < ng{m(X)—u(X)}>

llm — w1
.

= L Y B m(x) i (X)) =
i=1

- We can bound this via union bound. We count curves in the model.

w(M,) < csy | 28K)

if M contains K curves vy ... vg, allwith  [lo—p*| 1, p,) < s

- We may be overcounting. This bounds the max of K totally different gaussians.
- That's kind of the worst case, so if there's correlation we're overcounting.
- And our gaussians are as correlated as the curves in our neighborhood.

E(g, vk) (g, vpr) = n2 EvgggTvk/ =n2 va(E ggT)vk/ =n! (Vg Ut )-

- This definitely won't work for models with infinitely many curves.
- How do we take advantage of this correlation to tackle infinite models?



Counting Curves in Infinite Models

s)=E s for ~ N(0, Inxn)-
w(Ms) J?%i‘fg v) g (0, Inxn)
The difference between many of these gaussians (g, v) will be small.

- So small, sometimes, that we don’t need to ‘pay probability’
to bound them all using the union bound. They needn’t contribute to K.

- We can just use the Cauchy-Schwarz inequality to bound differences.
[{g, u) — (g, V)| = g, u — V)| < lgllllw— vl = [lu—v]|.
If the curves w and v are close enough, by bounding (g, u), we bound (g, v) for free.

- This means we can take K above to be smaller than the total number of curves.

- It's enough that some set u; ... ug gets close enough to all curves v € M.

This means we have to talk about how many meaningfully different curves we have.



From here on, we'll think of M as a neighborhood of zero of radius s.

Ms={meM : |m| <s}

We're using the notation M, for what we usually call M — p*. It saves space.



e-covers

We call a set V¢ an e-cover for the set V if every element
v € Vis within a distance € of an element m¢(v) € V©.

If we have an e-cover M of size K. for M, then we've got a bound on our width.

W(Ms) = E[Ygﬁg(g, U>}

= B[ max (0. v-me ) + (o)

log(K.
< max [|v — 7 ()| + max [Jul] 1| 2EL.
vVEMy ueM¢

<e <2s

And this works for infinite models just as well as it does for finite ones.
We can think of K. as the size of the neighborhood M at resolution e.



Let’s Stop and Think

Q: Does the e-cover M¢ have to be a subset of M, for this?

W(Ms) = E[qgﬁ@, U>}

= B[ max (0. v = me(w) + (0. 0]

1 K,
< mae [|o — (v} + mmaux o]/ 2B,
vVEMg 1 ;

<e <2s



Let’s Stop and Think

Q: Does the e-cover M¢ have to be a subset of M, for this?

W(Ms) = E[igﬁg(g, U>}

= B[ max (0. v = me(w) + (0. 0]

1 K,
< mae [|o — (v} + mmaux o]/ 2B,

vVEMg s

<e <2s

Nope. We pay at most afactor of 2 in our second term when it isn't.

() — v+ 0] < lme(v) — o] + lo] < e+s<2s for ve Ms.

(*) Because log(K¢) = log(1) = 0 for e > s, we can bound s + € by 2s.



Example: The Lipschitz Regression Model

- Think of an e-cover of M as the set of e-approximations . (m) for each m in M.
- Often we base these approximations on a grid. m. snaps to that grid.

M= {m:|m(z’) — m(z)| < |2’ — 2|, |m(z)| < 1}



Example: The Lipschitz Regression Model

- Think of an e-cover of M as the set of e-approximations m. (m) for each m in M.
- Often we base these approximations on a grid. m. snaps to that grid.

M= {m:|m(z’) — m(z)| < |2’ — 2|, |m(z)| < 1}

1. Draw an e-spaced grid.
2. At each x-coordinate on the grid, snap to the closest grid point.
3. Because our function is 1-Lipschitz, it can't jJump by more than e between points.

How many of these are there? Consider e = 1/ M for an integer M.

(starting points) - (options per step)'®P* = 1/¢ - 21/<.



Consequences

Our log covering number grows like 1/e.
k’g(Ke) < et
We know that f is in a neighborhood of u* of radius proportional to s satisfying

/2> ocw(Ms) for  w(Ms) < ce+ s/log(Ke)/n ~ e 4 sn~ /2 1/2

This width bound holds for all e > 0, so we can choose e to minimize it.

d ] 2/3 ] ]
0= —(6+sn71/2671/2) =1-sn"Y2¢73/2/2 for e= o r 2/3p /3
de 2v/n

And this tells us we're in a neighborhood of radius s like this.

2> cos?/3n=1/3  for /3 >on /3 je s> o3/4n /4,



Dissatisfying Results

- We'll show, momentarily, that log(K.) = 1/e for the Lipschitz model.

log( K, .
w(Ms) S ets M ~ e—&—i ~ /3713 at optimal €= §2/3p1/3,
n Ven

- That gives us a n=1/4 rate.
P >wM) if 22 2BpY3 jelif smnTVA

- But we know it converges at a faster rate.
- The Lipschitz model is contained in the Sobolev model of order 1.

- And we proved the rate of convergence s ~ n~1/3 for that using Fourier series.

Has the covering idea failed us?



Dissatisfying Results

- We'll show, momentarily, that log(K.) = 1/e for the Lipschitz model.

log( K, .
w(Ms) S ets M ~ e—&—i ~ /3713 at optimal €= §2/3p1/3,
n Ven

- That gives us a n=1/4 rate.
P >wM) if 22 2BpY3 jelif smnTVA

- But we know it converges at a faster rate.
- The Lipschitz model is contained in the Sobolev model of order 1.

- And we proved the rate of convergence s ~ n~1/3 for that using Fourier series.

Has the covering idea failed us?

No. We just have to make better use of it. We'll do that next class.
When we do that, we'll see a rough connection to Fourier series.



Refined Bounds in terms of e-covers

By working with e-covers at different resolutions, we can prove a refined upper bound.

1 e . .
w(V) < Tn V1og(Kc)de where K is the size of the smallest e-cover for V.
nJo

This multi-resolution argument is called chaining.
The bound, Dudley’s Integral Bound.

The Lipschitz Regression Case



Refined Bounds in terms of e-covers

By working with e-covers at different resolutions, we can prove a refined upper bound.
1 o . .
w(V) < 7/ V1og(Kc)de where K is the size of the smallest e-cover for V.
n Jo

This multi-resolution argument is called chaining.
The bound, Dudley’s Integral Bound.

The Lipschitz Regression Case

< e~ 1 generally.

~

log(Ke) = 0 for e > s. Why? And log(K-)

w(Ms) < %/ —1/2 4
nJo

1 /S —1/2
= — € de
v Jo

= i261/2 lo= on~1/2571/2,
n

and consequently

2 >wM,) if $2=2n"Y2 e socnl/?



Optimality

1 oo
) £ /0 V1og(K.) de

This approach to bounding gaussian width is almost optimal.

- There's also a lower bound, Sudakov’s Minoration Inequality
- It depends on the size K. of the set’s smallest e-cover.
- These bounds are close: the upper bound is no more than log(n) times the lower.

w(V) 2 % ma())(ex/log(Ke).

n e>



The accuracy of our estimator is determined by the rate at which
the gaussian width of our model’'s neighborhood boundary grows.

2
22"} wp. 1—dif 2 >w(M,).
on

[L—u*<s><a{1+ >

That gaussian width is a measure of the boundary’s size at multiple resolutions.

1
ﬁ?ﬁ‘g“/bg( ~W gf/ v 1og(Ke)de.



Some things borrowed from Vershynin's High Dimensional Probability.

- The presentation of the refined bounds

- The e-net picture.

Its chapters 7-8 are a good, although relatively sophisticated, reference for this stuff.
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